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Kubernetes on RISC-V

• There is considerable interest in open hardware architectures, covering 
the whole computing continuum spectrum from cloud to edge

• RISC-V architectures play an important role in this context for both 
academic and industrial product designs

• The potential of these architectures in the context of the computing 
continuum is untapped due to lack of software support

• We propose a port of the containerization and orchestration software 
stack on RISC-V, as well as in-depth analysis of the overhead characteristic 
of such a stack when compared to RISC-V

October 17, 2023 eSAAM 2023 - Ludwigsburg, Germany



KubeEdge and RISC-V

• For orchestration, we used KubeEdge
instead of Kubernetes

• KubeEdge focuses towards IoT and 
Edge-Cloud computing continuum 
(with RISC-V on the edge) thanks to 
more efficient design

• KubeEdge interfaces with 
Kubernetes, but Kubernetes must 
still be used on the Cloud side

• Ideal for harsh environments 
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KubeEdge and RISC-V

• None of the software exists for 
RISC-V, so the complete software 
stack had to be adapted and 
recompiled

• Starting from the high-level 
runtimes, such as KubeEdge itself, 
down to the low-level software 
responsible for running containers, 
such as runc

• All dependencies and libraries also 
had to be adapted and recompiled
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KubeEdge performance
RISC-V vs ARM

• The platform was successfully ported

• To verify its performance, it was 
tested on a RISC-V board and a 
similar-class ARM board, configured 
with the same power target and the 
same number of CPU cores

• For the RISC-V architecture, we used 
the Monte Cimone cluster, which 
employes the SiFive HiFive
Unmatched

• For the ARM architecture, we used 
the Nvidia Jetson Xavier
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The Monte Cimone Server Blade hosts two SiFive HiFive

Unmatched boards, each with a Freedom U740 SoC. It

has a form factor of 4.44 cm (1 Rack-Unit) in height



KubeEdge performance
RISC-V vs ARM (cont’d)

• A wide number of benchmarks was used to verify the 
container overhead, using tests to analyze the following:
– Memory bandwidth

• Sysbench, Stream

– Applications performance
• Rodinia (compute benchmark), 7-Zip, x265 Encode/Decode, POVRay (ray-tracing), OpenSSL 

(hash/sign/verify/encrypt)

– System performance
• OsBench, IPCbench, Stress-ng
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Memory Bandwidth

• The system memory on RISC-V behaved better when 
containerized compared to ARM

• RISC-V: +0.4% --- ARM: -3.8%
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Applications performance

• The applications’ performance on RISC-V, once again, behaved better 
when containerized compared to ARM, especially in OpenSSL

• RISC-V: -1.9% --- ARM: -3.1%
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System performance

• There is a quite 
significant difference in 
the system-level 
performance

• Especially when 
considering the context 
switch duration on 
RISC-V when 
containerized

• To understand this 
extreme overhead, we 
performed some 
additional analysis
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System performance (cont’d)

• There is a clear difference in the context switch performance, which might 
be caused by two factors:

1) The container data structures themselves inside the Linux kernel

2) Some part of the software stack for containerization is not optimized on RISC-V

• Considering that all system calls are intercepted by the container runtime, 
we manually created a container without container runtime, this should 
differentiate between the two overhead cases

a) Overhead -> container data structures

b) No overhead -> container runtime

• If the “manual” containerization works, the container should behave 
normally
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System performance (cont’d)

• We impose a limit of 128MB on the container and run the context switch 
benchmark again

• If the container is killed once it overflows 128MB, then the container is 
behaving normally, and we can verify the context switch time

• We also ran the benchmark natively on the system, without containers, as 
ground truth

• The manual container is working and has no overhead, thus, the container 
runtime is causing the additional overhead

Manual
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Summary

• Performance of RISC-V 
containerization is very good for 
compute-intensive applications

• Applications that make heavy use 
of system calls and context 
switches could become 
significantly slower when 
containerized, compared to ARM

• Overall, the performance delta 
between ARM and RISC-V is 
comparable
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Conclusions

• We ported the containerization and orchestration stack to RISC-V, 
paving the way for Edge-Cloud computing continuum on an entirely 
new architecture

• We verified the software readiness of such an architecture for 
containerization and found that some optimization is missing in the 
container runtime for system calls and context switching

• The software stack and installation guide is openly available at:
gitlab.com/parco-lab/kubeedge-v
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gitlab.com/parco-lab/kubeedge-v
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